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ABSTRACT: 

The art of stock price prediction is both intriguing and challenging. The power economic 

situation is a measure of the developed nations' economic position. Because it often delivers 

quick profits with low-risk rates of return, the securities market is now regarded as an illustrious 

trading field. Many people believe that the stock market is the ideal place for data miners and 

business researchers due to its massive and ever-changing data resources. We used a non-linear 

regression technique and the k-nearest neighbour algorithm to forecast stock prices for a 

company's stock data so that users, administrators, decision-makers, and financiers could make 

well-informed investment decisions. To train the module, this algorithm takes into account the 

daily high, low, open, and close prices of a stock, as well as the quantities of that stock. 

Afterwards, in order to screen the module, an initial stock value is taken from the person and 

provided as a test variable. You can be sure that the component will provide you the predicted 

closing value of that supply. A visualisation graph drawn between the actual and expected 

closing values of the supply may be used to communicate the disparities between the two sets of 

numbers. As a consequence of the findings showing that the kNN formula is strong with a low 

error percentage, the results were both realistic and inexpensive. In addition, based on the data on 

actual stock rates, the predicted results were quite near to the actual supply rates.  

Key words: KNN, testing stock, stock price data. 
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I INTRODUCTION 

Forecasting the future movements of stock 

prices is a challenging and time-consuming 

field of recent firm research study hobbies. 

The stock price projection of stock market 

movements is a topic of great interest to 

researchers, businesses, and interested 

people who believe that the future is 

dependent on current and historical facts 

(Kim, 2003). However, financial data is 

considered to be complicated data that 

requires anticipation or prediction. 

According to Fama's effective market 

hypotheses (EMH), which he put out in 

1990, predicting market value is considered 

challenging. Market prices represent all 

accessible information, according to the 

EMH, which is seen as connecting economic 

data with the financial market. The EMH 

also confirms that rate changes are simply a 

result of newly available information. Supply 

is difficult for creators to predict, according 

to the EMH, but it is always stable. In 

addition, there is evidence that stock prices 

do not aim for a random walk and that 

additional data is required for stock 

prediction. In order to ascertain supply 

movements, data mining technology is used 

to examine massive amounts of business and 

economic data. If the current data and how 

they interact need to be monitored via time 

measurement, then temporal stock exchange 

mining is necessary to provide the extra 

capabilities. In order to predict the future 

values of supply, stock predictions employ a 

mix of basic data, pure technical data, and 

collected knowledge. The technical data is 

based on past stock performance, whilst the 

fundamental data represents the company's 

mission and the state of the market. Every 

unknown entity of a company's stock value 

may have its future value estimated using 

historical data by integrating data mining 

category approaches with supply prediction. 

This prediction employs a number of 

category strategy approaches, including k-

Nearest Neighbours (kNN), decision tree 

induction, regression, genetic algorithms, 

and semantic networks. A data set is often 

partitioned into a training set and a screening 

set when using a classification strategy. In 

order to compare the given examination item 

with the training data collection, kNN uses 

similarity measures. An information entity is 

a document that represents one of n possible 

functionalities. For kNN to forecast a course 

label for an unknown document, it finds the 
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k recodes from the training set that are the 

most similar to the unknown documents. 

2. LITERATURE SURVEY 

The study by Sayavong Lounnapha et al. in 

2019 at the IEEE conference focused on a 

method for predicting stock prices using a 

convolutional semantic network. The 

extraordinary self-learning capability of 

convolutional neural networks is the subject 

of this paper's proposals for a stock price 

forecasting version. We display and assess 

the data set that links the operations of CNNs 

with the Thai securities market. Findings 

show that the Convolutional Neural 

Networks-based model successfully detects 

and predicts stock exchange rate pattern 

changes, which provides strong evidence for 

supply rate forecasting. The forecast's 

accuracy is determined to be enhanced, and 

it may also be encouraged in the finance 

industry. 

[2] Improving Profitability with DNN-Based 

Supply Rate Predictions (IEEE 2019—

Soheila Abrishami et al., A lot of academics 

have taken an interest in the prediction of 

financial time series because of how 

important it is to the industry. In order to 

predict the value of a portion of the stocks 

listed on the NASDAQ market, this article 

focuses on developing a deep learning 

system that uses a range of information. For 

multi-stepahead, this version—trained on 

very little data for a specific supply—

precisely approximates the final value of that 

supply. It uses time series data design to 

distribute the inventive functions with the 

beginning functions and includes a vehicle 

encoder to eliminate noise. A Stacked LSTM 

Autoencoder is given these additional 

characteristics so that it may evaluate the 

supply's final value in several steps ahead of 

time. To make matters better, a profits 

maximisation strategy makes use of this 

appraisal to help choose when to purchase 

and sell a certain company. Based on the 

results, it seems that the suggested 

framework is the best of the best when it 

comes to logical accuracy and performance 

for time series projection. 

the third In their 2019 IEEE paper, 

Ferdiansyah et al. provide an LSTM-method 

for predicting the price of bitcoin: a study 

conducted on the Yahoo Money Securities 

Market. One kind of investment on the stock 

market right now is bitcoin, which is a 

cryptocurrency. The stock market is 

vulnerable to a wide variety of dangers. 
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Bitcoin is one kind of cryptocurrency that 

has been steadily rising in value over the last 

few years, only to have its value plummet 

unexpectedly on occasion, with no 

discernible impact on the stock market. 

Because bitcoin's value fluctuates, automated 

systems are required to predict its 

performance on the stock market. Methods 

for developing LSTM-based setting 

prediction bit-coin stock exchange forecasts 

are the focus of this investigation. Using 

RMSE (the Origin Mean Square Mistake), 

the study tries to ascertain the findings 

before verifying them. In every case, the 

RMSE will be larger than or equal to the 

MAE. How effectively a model can compute 

a continuous value is evaluated by the 

RMSE statistics. Methods utilised in this 

study to foretell Bitcoin's performance on the 

stock market Yahoo! Finance is able to 

forecast the outcome for the following 

number of days exceeding $12,600 USD. 

In their 2019 IEEE paper, "Share Rate 

Forecast using Artificial Intelligence 

Strategy," Jeevan B. et al. A rising number 

of individuals from academia and business 

have recently shown enthusiasm for stock 

exchange, making it the topic of much 

discussion. The main focus of this study is 

on a method for predicting stock prices on 

the National Stock Market using RNN and 

LSTM, taking into account factors like the 

current market price and anonymous 

occurrences. This study also mentions a 

recommendation system that is used in 

selecting the firm, along with variants 

developed using RNN and LSTM 

techniques. 

[5] Naadun Sirimevan et al., "Predicting 

Stock Exchange Performance with AI 

Methods," 2020 IEEE, Rates in the securities 

market are crucial in the current economic 

situation. According to studies, people's 

decision-making process may be influenced 

by social media sites like Twitter and online 

news. In this research, the behavioural 

reaction to online news is considered in 

order to fill the gap and improve the 

accuracy of the forecast. Predictions for the 

next day, week, and two weeks were spot on. 

3 METHODOLOGY 

We have decided to provide a user interface 

that allows consumers to manually choose 

the stock information of the company whose 

market value is to be projected. After that, 

users may use the Generate Vector 

alternative to make a vector representation of 

http://www.ijmrbs.com/


Int. J. Mgmt. Res. & Bus. Strat. 2024 

2024 

 

 

                 ISSN 2319-345X 

           www.ijmrbs.com 

                   Vol. 13, Issue. 2, 2024 

177 

the data products in that dataset. The supply 

information is trained once the vector is 

created. A person may anticipate the closing 

value by providing the initial value. The 

algorithm then feeds the data into the trained 

component, using it as a screening variable. 

The ending value will be predicted by the 

machine learning module using the kNN 

algorithm applied to the supplied data set 

and user input. The user is then shown the 

anticipated value. To report the algorithm's 

efficiency, a visualisation chart is employed. 

How Is the k-Nearest Neighbours Formula 

Used? 

One of the simplest AI formulae based on 

the Overseen Understanding approach is K-

Nearest Neighbour. 

The K-NN algorithm sorts the new case 

into the category that is most similar to the 

existing ones based on the assumption that 

the new instance is similar to existing cases. 

In order to classify new data points, the K-

NN algorithm searches through all the 

existing data and uses the similarity as a 

criterion. In other words, the K-NN method 

makes it easy to classify newly-found data 

into an existing collection category. 

Though it is most often used for Category 

issues, the K-NN technique has Regression 

and Classification capabilities as well. 

K-NN does not assume anything about the 

underlying data as it is a non-parametric 

formula. 

It is also known as a careless student 

algorithm since it keeps the dataset and 

performs an action on it at category time 

rather than immediately learning from the 

training set. 

During training, the KNN algorithm only 

stores the dataset and, when fresh data 

becomes available, sorts it into a group that 

is very similar to the new data. 

4 RESULTS EXPLANATION 

 

Fig.4.1. Admin page. 
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Fig.4.2. Uploading Data Set. 

 

Fig.4.3. Generate vector. 

 

Fig.4.4. Data Visualization. 

 

Fig.4.5. Actual vs Predicted Visualization. 

CONCLUSION 

Economic share information for markets and 

companies in the stock market moves at a 

snail's pace, making stock exchange 

forecasting an uphill battle. When it comes 

to accurate and efficient forecasting, nothing 

beats an expert system that employs AI 

techniques. The effective results were 

produced by the kNN-algorithm that was 

used in this undertaking. The findings were 

reasonable and applicable since the kNN 

formula was safe and had a low error ratio. 

In addition, the predicted results were rather 

near to the real rates, based on the 

knowledge about actual stock prices. Data 

mining techniques may aid decision makers 

at many levels when using kNN for data 

assessment, as shown by the reasonable 

results for predictions in particular and for 

using data mining approaches in real life. We 
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conclude that kNN, in its current form, is a 

practical and practical tool for supply 

forecasting. 
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